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Abstract
In this paper, we consider the problem for the existence of the entire positive radial solutions of
quasilinear elliptic system

div(A1(|∇u|)∇u) = F (|x|, u, v), x ∈ RN ,
div(A2(|∇v|)∇v) = G(|x|, u, v), x ∈ RN ,

lim
|x|→∞

u(x) = +∞, lim
|x|→∞

v(x) = +∞, x ∈ RN .

And, we also consider the following quasilinear elliptic system:
div(A1(|∇u|)∇u) = p(|x|)g(v), x ∈ RN ,
div(A2(|∇v|)∇v) = q(|x|)f(u), x ∈ RN ,

lim
|x|→∞

u(x) = +∞, lim
|x|→∞

v(x) = +∞, x ∈ RN .

Using the theory of ordinary differential equation, iteration method and comparison principle, which
studied the existence and structure of positive entire large radial solutions. The main results of the
present paper are new and extend the previously known results.
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1 Introduction
In this paper, we are concerned with the existence of entire positive radial solutions to the

following quasilinear elliptic system of the form
div(A1(|∇u|)∇u) = F (|x|, u, v), x ∈ RN ,
div(A2(|∇v|)∇v) = G(|x|, u, v), x ∈ RN ,

lim
|x|→∞

u(x) = +∞, lim
|x|→∞

v(x) = +∞, x ∈ RN .
(1.1)

whereN ≥ 3, A1, A2 ∈ C2(0,∞), F,G are nonnegative continuous functions on RN×[0,∞)×[0,∞).
And, we also consider the following quasilinear elliptic system:

div(A1(|∇u|)∇u) = p(|x|)g(v), x ∈ RN ,
div(A2(|∇v|)∇v) = q(|x|)f(u), x ∈ RN ,

lim
|x|→∞

u(x) = +∞, lim
|x|→∞

v(x) = +∞, x ∈ RN .
(1.2)

where N ≥ 3, A1, A2 ∈ C2(0,∞), and p, q ∈ C(RN ) are positive functions. Throughout this paper
we assume that f, g ∈ C[0,∞) are positive and non-decreasing on (0,∞).

When A1(|∇u|) = |∇u|p−2, A2(|∇v|) = |∇v|q−2, F (|x|, u, v) = m(|x|)f(u, v) and
G(|x|, u, v) = n(|x|)g(u, v), where m,n ∈ C(RN ) are positive functions. the system (1.1) becomes{

div(|∇u|p−2∇u) = m(|x|)f(u, v), x ∈ RN ,
div(|∇v|q−2∇v) = n(|x|)g(u, v), x ∈ RN ,

(1.3)

Problem (1.3) arises in the theory of quasiregular and quasiconformal mappings as well as in the
study of non-Newtonian fluids. In latter case, the pair (p, q) is a characteristic of the medium. Media
with (p, q) > (2, 2) are called dilatant fluids and those with (p, q) < (2, 2) are called pseudoplastics.If
(p, q) = (2, 2), they are Newtonian fluids. When (p, q) 6= (2, 2), the problem becomes more complicated
since certain nice properties inherent to the case (p, q) = (2, 2) seem to be lose or at least difficult to
verify. The main differences between (p, q) = (2, 2) and (p, q) 6= (2, 2) can be found in [1], [2], [3], [4],
[8], [10], [11], [12].

When (p, q) = (2, 2), the existence or nonexistence of positive solutions for elliptic systems{
∆u = m(|x|)f(u, v), x ∈ RN ,
∆v = n(|x|)g(u, v), x ∈ RN ,

(1.4)

had been studied by [13], [15], [16] and the references therein. Among these literature, Lair and
Wood [8] studied the following systems

∆u = m(|x|)vα, x ∈ RN ,

∆v = n(|x|)uβ , x ∈ RN ,
0 < α ≤ 1, 0 < β ≤ 1.

(1.5)

which using the theory of ordinary differential equations and the comparision principle, proved that all
positive entire radial solutions are explosive provided that∫ ∞

0

tm(t)dt =∞,
∫ ∞

0

tn(t)dt =∞.

On the other hand, if ∫ ∞
0

tm(t)dt <∞,
∫ ∞

0

tn(t)dt <∞
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then all positive solutions are bounded. Cristea and Radulescu [13] extended the above results to a
large class of systems {

∆u = m(|x|)g(v), x ∈ RN ,
∆v = n(|x|)f(u), x ∈ RN ,

(1.6)

When (p, q) 6= (2, 2), A1(|∇u|) = |∇u|p−2, A2(|∇v|) = |∇v|q−2, F (|x|, u, v) = m(|x|)vα and
G(|x|, u, v) = n(|x|)uβ , the system (1.1) becomes{

div(|∇u|p−2∇u) = m(|x|)vα, x ∈ RN ,

div(|∇v|q−2∇v) = n(|x|)uβ , x ∈ RN ,
(1.7)

for which existence results for entire explosive positive solution can be found in the paper by YANG
Z.D and LU Q.S [3]. Zuodong YANG and Qishao LU established that all entire positive radial solutions
of (1.7) are explosive provided that∫ ∞

0

(
t1−N

∫ ∞
t

sN−1m(s)ds

) 1
p−1

dt =∞

∫ ∞
0

(
t1−N

∫ ∞
t

sN−1n(s)ds

) 1
q−1

dt =∞

If, on the other hand, ∫ ∞
0

(
t1−N

∫ ∞
t

sN−1m(s)ds

) 1
p−1

dt <∞

∫ ∞
0

(
t1−N

∫ ∞
t

sN−1n(s)ds

) 1
q−1

dt <∞

then all entire positive radial solutions of (1.7) are bounded.

Zuodong Yang [1] extend the above results to a larger class of systems{
div(|∇u|p−2∇u) = m(|x|)g(v), x ∈ RN ,
div(|∇v|q−2∇v) = n(|x|)f(u), x ∈ RN ,

(1.8)

Recently, Garcia-Melian J and Rossi J.D [12] studied the existence and nonexistence results for
boundary blow-up solutions which can be obtained to the elliptic system{

∆u = um1vn1 , x ∈ Ω ⊂ RN ,
∆v = um2vn2 , x ∈ Ω ⊂ RN ,

(1.9)

Yang Z.D and Wu M.Z [7] extended the above results to the following quasilinear elliptic system{
div(|∇u|p−2∇u) = um1vn1 , x ∈ Ω ⊂ RN ,
div(|∇v|q−2∇v) = um2vn2 , x ∈ Ω ⊂ RN ,

(1.10)

where N ≥ 3, p, q > 1,m1 > p− 1, n2 > q− 1, n1,m2 > 0 are real numbers and Ω ⊂ RN is bounded
of class C2,η for some η, 0 < η < 1, subject to three different types of Dirichlet boundary conditions:
u = λ, v = µ or u = v = ∞ or u = ∞, v = µ on ∂Ω, where λ, µ > 0. Under severral hypotheses on
the parameters m1, n1,m2, n2 which is critical case, they show that existence of positive solutions.
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Motivated by the results of above cited papers, we further study the existence of positive solutions
of (1.1) and (1.2), the results of the (p, q)-Lalacian systems are extended to a large class quasilinear
systems. Using an argument inspired by [1], [3], [14], we obtain the following main results which
complement and extended to corresponding results in [1], [3].

Throughout this paper, we assume thatAi(i = 1, 2), F,G, f and g satisfy the following hypothesis:
H1 F,G are nonnegative continuous functions on RN × [0,∞) × [0,∞); f, g ∈ C[0,∞) are

positive and non-decreasing on (0,∞).
H2 Suppose that the function Ai : (0,∞) → [0,∞) satisfies the regularity requirement

Ai ∈ C2(0,∞) and the (possibly degenerate ) elliptic condition{
lim
t→0+

tAi(t) = 0,

(tAi(t))
′ > 0, ∀t > 0.

(1.11)

From Eq.(1.11) we see that there exists a nonnegative inverse function Bi such that Bi(ξ) =
Ai(ξ)ξ(i = 1, 2) on [0,∞), and denote

Φ(τ, u(τ), v(τ)) := B−1
1

(
τ1−N

∫ τ

0

sN−1F (s, u(s), v(s))ds

)
,

Ψ(τ, u(τ), v(τ)) := B−1
2

(
τ1−N

∫ τ

0

sN−1G(s, u(s), v(s))ds

)
,

Φ1(τ, v(τ)) := B−1
1

(
τ1−N

∫ τ

0

sN−1p(s)g(v(s))ds

)
,

Ψ1(τ, u(τ)) := B−1
2

(
τ1−N

∫ τ

0

sN−1q(s)f(u(s))ds

)
,

φ(τ, u(τ)) := B−1
1

(
τ1−N

∫ τ

0

sN−1p(s)f(u(s))ds

)
,

where Φ(τ, u, v), Ψ(τ, u, v), F (τ, u, v) and G(τ, u, v) are positive continuous functions on [0,∞) ×
[0,∞) × [0,∞) and are increasing for u and v, Φ1(τ, v), Ψ1(τ, u, ), φ(τ, u), are positive continuous
functions on [0,∞)× [0,∞) and are increasing for u and v.

H3 Suppose that there exist m,m1, n, n1, u, v ∈ C[0,∞), u(r), v(r) > 0, µ, µ1 > 0 such that:{
m(r)u(r) ≤ Φ ≤ m(r)u(r) + n(r)v(r)eµr,
n(r)v(r) ≤ Ψ ≤ m(r)u(r)e−µr + n(r)v(r),

and {
0 ≤ Φ1 ≤ m1(r)u(r) + n1(r)v(r)eµ1r,
0 ≤ Ψ1 ≤ m1(r)u(r)e−µ1r + n1(r)v(r).

H4 Suppose that f and g satisfy the stronger regularity f, g ∈ C1[0,∞),

f(0) = g(0) = 0, lim inf
u→∞

f(u)

g(u)
> 0,

H5 Suppose that there exist m2, n2, u, v ∈ C[0,∞), u(r), v(r) > 0, µ2 > 0 such that:

0 ≤ φ ≤ m2(r)u(r) + n2(r)v(r)eµ2r,

The purpose of this paper is to extend the results in [1], [3] to a larger class of systems. Using the
theory of ordinary differential equation, iteration method and comparison principle. Our main result is
summarized in the following theorems.
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Theorem 1. Let H1 − H3 be satisfied, then the system (1.1) has infinitely many entire positive
solutions (u, v) ∈ C1([0,∞)). If, in addition, the functions m and n satisfy∫ ∞

0

m(s)e−µsds =∞,
∫ ∞

0

n(s)eµsds =∞, (1.12)

then all entire positive solutions of the system (1.1) are large. On the other hand, if m and n satisfy

∫ ∞
0

m(s)ds <∞,
∫ ∞

0

n(s)ds <∞, (1.13)

then all entire positive solutions of the system (1.1) are bounded.

Theorem 2. Let H1−H3 satisfied, then there exists an entire positive radial solution of (1.2) with
any central values

u(0) = b > 0, v(0) = c > 0.

If, in addition, the functions p and q satisfy∫ ∞
0

B−1
1

(
t1−N

∫ t

0

sN−1p(s)g(c)ds

)
dt =∞,∫ ∞

0

B−1
2

(
t1−N

∫ t

0

sN−1q(s)f(b)ds

)
dt =∞. (1.14)

then all entire positive solutions of the system (1.2) are large. On the other hand, if m1 and n1 satisfy

∫ ∞
0

m1(s)ds <∞,
∫ ∞

0

n1(s)ds <∞, (1.15)

then all entire positive solutions of the system (1.2) are bounded.

We use the natation R+ = [0,+∞), and define the

G = {(b, c) ∈ R+ × R+|u(0) = b, v(0) = c, and (u, v) is an entire

radial solution of (1.2)}
Theorem 3. Let f, g ∈ C1[0,∞) satisfy H4. Assume (1.15) holds, η(|x|) = min{p(|x|), q(|x|)} ≥ C >
0, Then set G 6= ∅ and is a closed bounded subset of R+ × R+.

The paper is organized as follows. In Section 2, we collect some Preliminary results which are
essential for the proof of the theorems. Section 3 is devoted to the proof of the main results of the
present paper.

2 Preliminaries
In this section, we will use Gronwall-Bellman’s inequality to deduce an inequality system, that is

lemma 2.2 which is a key in the proof of our main results.

Lemma 2.1.(Gronwall-Bellman’s inequality, see[5], [6]) Let u(t) and b(t) be nonnegative continuous
functions on J = [0, a], a > 0, for which the inequality

u(t) ≤ c+

∫ t

0

b(s)u(s)ds, t ∈ J,
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holds, where c ≥ 0 is a constant. then

u(t) ≤ ce
∫ t
0 b(s)ds, ∀t ∈ J,

Lemma 2.2. Let u(t), v(t), hi(t)(i = 1, 2, 3, 4) be nonnegative continuous functions on [0,∞), and let
θ(t) = sup

i
hi(t)(i = 1, 2, 3, 4) for any t > 0. Suppose for any t ≥ 0,

u(t) ≤ c1 +

∫ t

0

h1(s)u(s)ds+

∫ t

0

h2(s)v(s)eµsds, (2.1)

v(t) ≤ c2 +

∫ t

0

h3(s)u(s)e−µsds+

∫ t

0

h4(s)v(s)ds, (2.2)

where c1, c2, µ are nonnegative constant. Then there exist constantM > 0 and nonnegative continuous
functions ρk(t)(k = 1, 2) on [0,∞), such that

u(t) ≤Me
∫ t
0 ρ1(s)ds, v(t) ≤Me

∫ t
0 ρ2(s)ds.

Proof. First of all, let us make the transformation

ũ(t) = u(t)eαt, ṽ(t) = v(t)eβt, t ∈ [0,∞), (2.3)

namely,
u(t) = ũ(t)e−αt, v(t) = ṽ(t)e−βt, t ∈ [0,∞), (2.4)

where α, β satisfy α+ µ = β, α > 0. Thus we substitute (2.4) into (2.1) and (2.3), we obtain

ũ(t)e−αt ≤ c1 +

∫ t

0

h1(s)ũ(s)e−αsds+

∫ t

0

h2(s)ṽ(s)e−βseµsds,

ṽ(t)e−βt ≤ c2 +

∫ t

0

h3(s)ũ(s)e−αse−µsds+

∫ t

0

h4(s)ṽ(s)e−βsds.

Since α, β satisfy α+ µ = β, we have

ũ(t)e−αt ≤ c1 +

∫ t

0

h1(s)ũ(s)e−αsds+

∫ t

0

h2(s)ṽ(s)e−αsds,

ṽ(t)e−βt ≤ c2 +

∫ t

0

h3(s)ũ(s)e−βsds+

∫ t

0

h4(s)ṽ(s)e−βsds.

Meanwhile, since |hi(t)| ≤ θ(t)(i = 1, 2, 3, 4) on [0,∞), we get

ũ(t) ≤ c1eαt +

∫ t

0

θ(s)eα(t−s)(ũ(s) + ṽ(s))ds,

ṽ(t) ≤ c2eβt +

∫ t

0

θ(s)eβ(t−s)(ũ(s) + ṽ(s))ds,

Thus

ũ(t) + ṽ(t) ≤ c1e
αt + c2e

βt +

∫ t

0

θ(s)(ũ(s) + ṽ(s))(eα(t−s) + eβ(t−s))ds

≤ (c1 + c2)eβt + 2

∫ t

0

θ(s)(ũ(s) + ṽ(s))eβ(t−s)ds,
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Namely,

(ũ(t) + ṽ(t))e−βt ≤ c1 + c2 + 2

∫ t

0

θ(s)(ũ(s) + ṽ(s))e−βsds.

By Gronwall-Bellman’s inequality, we get

(ũ(t) + ṽ(t))e−βt ≤Me2
∫ t
0 θ(s)ds, (2.5)

where M = c1 + c2. Thus, from (2.4) and (2.5), we get

v(t) = ṽ(t)e−βt ≤Me2
∫ t
0 θ(s)ds,

u(t) = ũ(t)e−αt = ũ(t)e−βt+µt

≤ Me2
∫ t
0 (θ(s)+ 1

2
µ)ds.

Thus the proof of lemma 2.2 is completed now.

Lemma 2.3 (Weak comparison principle, see [13]). Let Ω be a bounded domain in RN (N ≥ 2)
with smooth boundary ∂Ω and θ : (0,∞) → (0,∞) is continuous and non-decreasing. Let u1, u2 ∈
W 1,m(Ω) satisfy∫

Ω

A1(|∇u1|)∇u1∇ψdx+

∫
Ω

θ(u1)ψdx ≤
∫
Ω

A1(|∇u2|)∇u2∇ψdx+

∫
Ω

θ(u2)ψdx,

for all non-negative ψ ∈W 1,m
0 (Ω). Then the inequality

u1 ≤ u2 on ∂Ω

implies that

u1 ≤ u2 in Ω.

Lemma 2.4 Let H5 be satisfied, f ∈ C1[0,∞), f(0) = 0, f ′(u) ≥ 0 and p(|x|) ≥ C > 0 for
x ∈ RN and the following:∫ ∞

0

B−1
1

(
f(a)t1−N

∫ t

0

sN−1p(s)ds

)
dt =∞, for all ∀a > 0. (2.6)

Then equation

div(A1(|∇u|)∇u) = p(|x|)f(u) (2.7)

has an entire large positive radial solution.

Proof. Step1. We start by showing that (2.7) has an positive radial solutions. To do this, we shall
first fix u(0) = a and then show that the following ordinary differential equation system

(A1(|u′|)u′)′ + N−1
r

(A1(|u′|)u′) = p(|x|)f(u(r)), r ≥ 0,
u′(r) ≥ 0, on [0,∞),
u(0) = a > 0

(2.8)

has a solutions u. Thus u(x) = u(|x|) are positive solutions of equation (16). Integrating (2.8), we
have

u(r) = a+

∫ r

0

B−1
1

(
t1−N

∫ t

0

sN−1p(s)f(u(s))

)
dt

= a+

∫ r

0

φ(s, u(s))ds, ∀r ≥ 0, (2.9)
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Let {uk}k≥0 be sequences of positive continuous functions defined on [0,∞) by

u0 = a,

uk(r) = a+

∫ r

0

φ(s, uk−1(s))ds,∀r ≥ 0, (2.10)

Since u1(r) ≥ a and φ(τ, u) is increasing for u, we find u2(r) ≥ u1(r) for all r ≥ 0. Proceeding at
the same manner we conclude that

uk(r) ≤ uk+1(r), ∀r > 0, k ≥ 1,

and hence the sequences {uk}k≥0 is increasing on [0,∞).
Since H5 be satisfied, we have

φ ≤ m2(r)uk−1(r) + n2(r)vk−1(r)eµ2r (2.11)

Consequently, under the hypotheses H2 and m2, n2 ∈ C[0,∞), we notice that, for each r > 0,

uk(r) ≤ a+

∫ r

0

m2(s)uk(s)ds+

∫ r

0

n2(s)vk(s)eµ2sds,

Thus, by Lemma 2.2, we have
uk(r) ≤Me

∫ r
0 β1(s)ds. (2.12)

where M > 0, β1(t) = 2 max{|m2(t)|, |n2(t)|}
Consequently, by (2.12), the sequences uk is uniformly bounded and increasing on [0, R) for any

R > 0. By Arzela-Ascoli theorem, we obtain easily that the sequences uk is converge uniformly to u
on [0, R) for any R > 0. Consequently, u is a positive solution of (2.8), that is , u is an entire positive
radial solution of (2.7).

Step2. From (2.9), we get

u(r) ≥ a+

∫ r

0

B−1
1

(
f(a)t1−N

∫ t

0

sN−1p(s)ds

)
dt (2.13)

Thus, by (2.6) and (2.13), we have

lim
r→∞

u(r) ≥ a+

∫ ∞
0

B−1
1

(
f(a)t1−N

∫ t

0

sN−1p(s)ds

)
dt

= ∞, (2.14)

We get that the entire positive solutions of the equation (2.7) is large.

Corollary 2.5 Let H5 be satisfied, f ∈ C1[0,∞), f(0) = 0, f ′(u) ≥ 0 and p(|x|) ≥ C > 0 for
x ∈ B(0, R) ,B(0, R) is a bounded domain, and the following:∫ R

0

B−1
1

(
f(a)t1−N

∫ t

0

sN−1p(s)ds

)
dt =∞,

Then equation

div(A1(|∇u|)∇u) = p(|x|)f(u)

has an entire large positive radial solution.
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Proof. The proof is similar to the Lemma2.4.

Corollary 2.6 The problem

div(A1(|∇l|)∇l) = (p(|x|) + q(|x|))(f(l) + g(l)), (2.15)

div(A2(|∇h|)∇h) = (p(|x|) + q(|x|))(f(h) + g(h)), (2.16)

has an entire large positive radial solution provided that function f ∈ C1[0,∞), f(0) = 0, f ′(u) ≥ 0
and η(|x|) ≥ C > 0 for x ∈ B(0, R) ,B(0, R) is a bounded domain, and p, q satisfy H5.

Lemma 2.7 Let l, h be any entire positive radial solution of (2.15), (2.16) given in Corollary 2.6
and define the sequences {uk} and {vk} by

uk(r) = b+

∫ r

0

B−1
1

(
t1−N

∫ t

0

sN−1p(s)g(vk−1(s))ds

)
dt,

= b+

∫ r

0

Φ1(s, vk−1(s))ds, r ≥ 0, (2.17)

vk(r) = c+

∫ r

0

B−1
2

(
t1−N

∫ t

0

sN−1q(s)f(uk−1(s))ds

)
dt,

= c+

∫ r

0

Ψ1(s, uk−1(s))ds, r ≥ 0, (2.18)

where u0 = b, 0 ≤ b ≤ min{l(0), h(0)} and v0 = c, 0 ≤ c ≤ min{l(0), h(0)}. Then

(a)uk(r) ≤ uk+1(r) and vk(r) ≤ vk+1(r), r ∈ R+, k ≥ 1, and
(b)uk(r) ≤ l(r) and vk(r) ≤ h(r), r ∈ R+, k ≥ 1.

Thus {uk(r)} and {vk(r)} converge and the limit functions are positive radial solutions of system
(1.2).

Proof. (a) Obviously, v0 < v1. This then yields u1 < u2 by (28) and H2. Consequently, v1 < v2

by (29) and H2, which yields u2 < u3 by (28). Continuing this line of reasoning, we obtain that {uk}
and {vk} are monotonically increasing.
(b) We note first that since l, h is radial, we get

l(r) = l(0) +

∫ r

0

B−1
1

(
t1−N

∫ t

0

sN−1(p(s) + q(s))(f(l(s)) + g(l(s)))ds

)
dt,

From H2, we get that

l′(r) = B−1
1

(
r1−N

∫ r

0

sN−1(p(s) + q(s))(f(l(s)) + g(l(s)))ds

)
> 0,

Now, it is clear that c = v0 ≤ l(0) ≤ l(r) for all r ≥ 0. Thus, we have

u1(r) = b+

∫ r

0

B−1
1

(
t1−N

∫ t

0

sN−1p(s)g(v0))ds

)
dt

≤ l(0) +

∫ r

0

B−1
1

(
t1−N

∫ t

0

sN−1(p(s) + q(s))(f(l(s)) + g(l(s)))ds

)
dt

= l(r).

Thus we have u1 ≤ l(r). Similar arguments will show, in sequence, that v1 ≤ h(r), u2 ≤ l(r), · · · .
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3 Proof of main Theorems
In this section, we will give the proof of the main results.

Proof of Theorem 1. Step1. We start by showing that (1) has positive radial solutions. To do
this, we shall first fix b > a and c > a and then show that the following ordinary differential equation
system 

(A1(|u′|)u′)′ + N−1
r

(A1(|u′|)u′) = f(r, u(r), v(r)), r ≥ 0,
(A2(|v′|)v′)′ + N−1

r
(A2(|v′|)v′) = g(r, u(r), v(r)), r ≥ 0,

u′(r) ≥ 0, v′(r) ≥ 0, on [0,∞),
u(0) = b > 0, v(0) = c > 0.

(3.1)

has solutions (u, v). Thus u(x) = u(|x|), v(x) = v(|x|) are positive solutions of system (1). Integrating
(3.1), we have

u(r) = b+

∫ r

0

B−1
1

(
t1−N

∫ t

0

sN−1F (s, u(s), v(s))

)
dt

= b+

∫ r

0

Φ(s, u(s), v(s))ds,∀r ≥ 0, (3.2)

v(r) = c+

∫ r

0

B−1
2

(
t1−N

∫ t

0

sN−1G(s, u(s), v(s))

)
dt

= c+

∫ r

0

Ψ(s, u(s), v(s))ds, ∀r ≥ 0, (3.3)

Let {uk}k≥0 and {vk}k≥0 be sequences of positive continuous functions defined on [0,∞) by

u0 ≡ b, v0 ≡ c,

uk(r) = b+

∫ r

0

Φ(s, uk−1(s), vk−1(s))ds,∀r ≥ 0, (3.4)

vk(r) = c+

∫ r

0

Ψ(s, uk−1(s), vk−1(s))ds,∀r ≥ 0. (3.5)

Since H3 holds, we have

m(r)uk−1(r) ≤ Φ(s, uk−1(s), vk−1(s)) ≤ m(r)uk−1(r) + n(r)vk−1(r)eµr, (3.6)

n(r)vk−1(r) ≤ Ψ(s, uk−1(s), vk−1(s)) ≤ m(r)uk−1(r)e−µr + n(r)vk−1(r). (3.7)

Consequently,

b+

∫ r

0

m(s)uk−1(s)ds ≤ uk(r) ≤ b+

∫ r

0

m(s)uk−1(s)ds+

∫ r

0

n(s)vk−1(s)eµsds, (3.8)

c+

∫ r

0

n(s)vk−1(s)ds ≤ vk(r) ≤ c+

∫ r

0

m(s)uk−1(s)e−µsds+

∫ r

0

n(s)vk−1(s)ds. (3.9)

Under the hypotheses H1, H2 and m,n ∈ C[0,∞), it is easy to see that u1(r) ≥ u0, v1(r) ≥
v0, ∀r > 0. We substitute these into (3.4) and (3.5) , and use the hypotheses H2 again to obtain
u2(r) ≥ u1(r), v2(r) ≥ v1(r), ∀r > 0.

By the same argument, we deduce that

uk(r) ≤ uk+1(r), vk(r) ≤ vk+1(r), ∀r > 0, k ≥ 1,
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and hence the sequences {uk}k≥0 and {vk}k≥0 are increasing on [0,∞). Moreover, under the
hypotheses H1, H2 and m,n ∈ C[0,∞), we notice that, for each r > 0,

uk(r) ≤ b+

∫ r

0

m(s)uk(s)ds+

∫ r

0

n(s)vk(s)eµsds,

and
vk(r) ≤ c+

∫ r

0

m(s)uk(s)e−µsds+

∫ r

0

n(s)vk(s)ds,

Thus, by lemma2.2, we have

uk(r) ≤Me
∫ r
0 β1(s)ds, vk(r) ≤Me

∫ r
0 β2(s)ds, (3.10)

where M > 0, β1(t) = 2 max{|m(t)|, |n(t)|}, β2(t) = 2 max{|m(t)|+ 1
2
µ, |n(t)|+ 1

2
µ}.

Consequently, by (3.10), the sequences uk and vk are uniformly bounded and increasing on
[0, R) for any R > 0. By Arzela-Ascoli theorem, we obtain easily that the sequences uk and vk are
converge uniformly to u and v on [0, R) for any R > 0. Consequently, (u, v) is a positive solution
of (3.1), that is , (u, v) is an entire positive radial solution of (1.1). Notice u(0) = b, v(0) = c, and
(b, c) ∈ (0,∞) × (0,∞) was chosen arbitrarily, it follows that (1.1) has infinitely many positive entire
solutions.

Step2. From (3.6), we get

b+

∫ r

0

m(s)uk−1(s)e−µsds ≤ b+

∫ r

0

Φe−µsds

≤ b+

∫ r

0

Φds (3.11)

= u(r)

Thus, by (1.12) and (3.11), we have

u(∞) ≥ lim
k→∞

(b+

∫ ∞
0

m(s)uk−1(s)e−µsds)

= b+ b

∫ ∞
0

m(s)e−µsds

= ∞, (3.12)

A similar argument shows that:

lim
r→∞

v(r) =∞.

We get that all entire positive solutions of the system (1.1) are large.

Step3. Let us now drop the condition (1.12) and assume that (1.13) is fulfilled. Using (1.13) and
(3.10) we obtain

u(r) = lim
k→∞

uk(r) ≤Me
∫ r
0 β1(s)ds,

v(r) = lim
k→∞

vk(r) ≤Me
∫ r
0 β2(s)ds.

Taking r → ∞ we get that all entire positive solutions of system (1.1) are bounded. This concludes
the proof of Theorem1.
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Proof of Theorem 2. Step1. Since the radial solutions of (1.2) are solutions of the ordinary differential
equations system

(A1(|u′|)u′)′ + N−1
r

(A1(|u′|)u′) = p(r)g(v(r)), r ≥ 0,
(A2(|v′|)v′)′ + N−1

r
(A2(|v′|)v′) = q(r)f(u(r)), r ≥ 0,

(3.13)

it follows that the radial solutions of (1.2) with u(0) = b > 0, v(0) = c > 0 satisfy

u(r) = b+

∫ r

0

B−1
1

(
t1−N

∫ t

0

sN−1p(s)g(v(s))

)
dt

= b+

∫ r

0

Φ1(s, v(s))ds,∀r ≥ 0, (3.14)

v(r) = c+

∫ r

0

B−1
2

(
t1−N

∫ t

0

sN−1q(s)f(u(s))

)
dt

= c+

∫ r

0

Ψ1(s, u(s))ds,∀r ≥ 0, (3.15)

Define v0(r) = c for all r ≥ 0. Let {uk}k≥0 and {vk}k≥0 be sequences of positive continuous functions
defined on [0,∞) given by

uk(r) = b+

∫ r

0

Φ1(s, vk−1(s))ds,∀r ≥ 0, (3.16)

vk(r) = c+

∫ r

0

Ψ1(s, uk−1(s))ds,∀r ≥ 0. (3.17)

Since v1(r) ≥ c and the monotonicity of Φ1(t, v) and Ψ1(t, u), we find u2(r) ≥ u1(r) for all r ≥ 0. This
implies v2(r) ≥ v1(r) which further produces u3(r) ≥ u2(r) for all r ≥ 0. Proceeding at the same
manner we conclude that uk(r) ≤ uk+1(r) and vk(r) ≤ vk+1(r), ∀r ≥ 0 and k ≥ 1.

Since H3 holds, we have

Φ1(s, vk−1(s)) ≤ m1(r)uk−1(r) + n1(r)vk−1(r)eµ1r, (3.18)

Ψ1(s, uk−1(s)) ≤ m1(r)uk−1(r)e−µ1r + n1(r)vk−1(r). (3.19)

Consequently,

uk(r) ≤ b+

∫ r

0

m1(s)uk−1(s)ds+

∫ r

0

n1(s)vk−1(s)eµ1sds, (3.20)

vk(r) ≤ c+

∫ r

0

m1(s)uk−1(s)e−µ1sds+

∫ r

0

n1(s)vk−1(s)ds. (3.21)

Moreover, under the hypotheses H1, H2 and m1, n1 ∈ C[0,∞), we notice that, for each r > 0,

uk(r) ≤ b+

∫ r

0

m1(s)uk(s)ds+

∫ r

0

n1(s)vk(s)eµ1sds,

and
vk(r) ≤ c+

∫ r

0

m1(s)uk(s)e−µ1sds+

∫ r

0

n1(s)vk(s)ds,

Thus, by lemma2.2, we have

uk(r) ≤Me
∫ r
0 β1(s)ds, vk(r) ≤Me

∫ r
0 β2(s)ds, (3.22)

where M > 0, β1(t) = 2 max{|m1(t)|, |n1(t)|}, β2(t) = 2 max{|m1(t)|+ 1
2
µ1, |n1(t)|+ 1

2
µ1}.
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Consequently, by (3.22), the sequences uk and vk are uniformly bounded and increasing on
[0, R) for any R > 0. By Arzela-Ascoli theorem, we obtain easily that the sequences uk and vk are
converge uniformly to u and v on [0, R) for any R > 0. Consequently, (u, v) is a positive solution of
(3.13), that is , (u, v) is an entire positive radial solution of (1.2).

Step2. Let (u, v) be an entire positive radial solution of (1.2). Using (3.14) and (3.15) we obtain

u(r) ≥ b+

∫ r

0

B−1
1

(
t1−N

∫ t

0

sN−1p(s)g(c)ds

)
dt,

v(r) ≥ c+

∫ r

0

B−1
2

(
t1−N

∫ t

0

sN−1q(s)f(b)ds

)
dt.

Taking r →∞ we get that (u, v) is an entire large solution.

Step3. Let us now drop the condition (1.14) and assume that (1.15) is fulfilled. Using (1.15) and
(3.22) we obtain

u(r) = lim
k→∞

uk(r) ≤Me
∫ r
0 β1(s)ds,

v(r) = lim
k→∞

vk(r) ≤Me
∫ r
0 β2(s)ds.

Taking r → ∞ we get that all entire positive solutions of system (1.2) are bounded. This concludes
the proof of Theorem 2.

Proof of Theorem 3. From Lemma 2.7, it is clear that [0, l(0)] × [0, h(0)] ⊂ G so that G is non-
empty. We shall show that G is a bounded, closed set.

As a preliminary, note that if (b, c) ∈ G then any pair (b0, c0) for which 0 ≤ b0 ≤ b and 0 ≤ c0 ≤ c
must be in G since the process used in Lemma 7 can be repeated with

uk(r) = b0 +

∫ r

0

B−1
1

(
t1−N

∫ t

0

sN−1p(s)g(vk−1(s))ds

)
dt,

= b0 +

∫ r

0

Φ1(s, vk−1(s))ds, (3.23)

vk(r) = c0 +

∫ r

0

B−1
2

(
t1−N

∫ t

0

sN−1p(s)f(uk−1(s))ds

)
dt,

= c0 +

∫ r

0

Ψ1(s, uk−1(s))ds, (3.24)

and v0 = c, u0 = b. Then,as in Lemma 2.7, the sequences {uk} and {vk} are monotonically
increasing. Then, letting (U, V ) be the solution of system (2) with central values (b, c), we can
easily prove, since c0 ≤ c, that v0 ≤ V . Thus, u1 ≤ U (since, also, a0 ≤ a), and consequently
v1 ≤ V , and so on. Hence we get uk ≤ U and vk ≤ V , and therefore u ≤ U and v ≤ V where
(u, v) = limk→∞(uk, vk) is a solution of (1.2)(with central values (b0, c0).

Set 0 < λ < 1 and let δ = δ(λ) be large enough so that

f(t) ≥ λg(t), ∀t ≥ δ. (3.25)

Corollary 2.5 ensures the existence of a positive explosive solution h1, h2 of the problem

div(A1(|∇h1|)∇h1) = λη(|x|)g(h1) in B(0, R),

h1 →∞, |x| → R,

div(A2(|∇h2|)∇h2) = λη(|x|)g(h2) in B(0, R),
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h2 →∞, |x| → R,

To prove that G is bounded, assume that it is not. Then, there exist (b, c) ∈ G such that b + c >
max{2δ, h1(0) + h2(0)}. Let (u, v) be the entire radial solution of (1.2) such that (u(0), v(0)) = (b, c).
Since u(x) + v(x) ≥ b+ c > 2δ for all x ∈ RN , by (3.25) we get

div(A1(|∇u|)∇u) = p(|x|)g(v) ≥ λη(|x|)g(v),

div(A2(|∇v|)∇v) = q(|x|)f(u) ≥ λη(|x|)f(u).

On the other hand, h1(x) → ∞, h2(x) → ∞ as |x| → R. Thus, using Lemma 2.3 we conclude that
u+ v ≤ h1 + h2 in B(0, R). But this is impossible since u(0) + v(0) = b+ c > h1(0) + h2(0).

To prove that G is closed, we let (b0, c0) ∈ ∂G and show that (b0, c0) ∈ G. Let (u, v) be the solution
of system (1.2) which corresponds to b = b0 and c = c0. Without loss of generality, we may assume
that max{b0, c0} > C = l(0) where the function l is given in Lemma 2.7. If max{b0, c0} = b0, then
C ≤ b0 − 1

k
for large k so that uk(r) ≥ C for all r ≥ 0 and for all k sufficiently large where

uk(r) = a0 −
1

k
+

∫ r

0

B−1
1

(
t1−N

∫ t

0

sN−1p(s)g(vk−1(s))ds

)
dt,

vk(r) = c0 +

∫ r

0

B−1
2

(
t1−N

∫ t

0

sN−1p(s)f(uk−1(s))ds

)
dt,

From (3.25), we have

div(A1(|∇uk|)∇uk) ≥ λη(r)g(vk), div(A2(|∇vk|)∇vk) ≥ λη(r)g(uk).

Let h1(r), h2(r) be positive solutions of

div(A1(|∇h1|)∇h1) = λη(r)g(h1), 0 ≤ r < R,

h1 →∞, r → R−0 ,

and
div(A2(|∇h2|)∇h2) = λη(r)g(h2), 0 ≤ r < R0,

h2 →∞, r → R−0 ,

whereR0 is an arbitrary positive real number. It is now easy to show by Lemma 2.3 that uk+vk ≤ h1+
h2 in [0, R0]. Hence u+v = limk→∞(uk+vk) ≤ h1 +h2 on [0, R0]. Since R0 is arbitrary, the functions
u, v exist on RN and hence are entire so that (b0, a0) ∈ G.On the other hand, if max{b0, c0} = c0, then
C ≤ c0− 1

k
for large k so that vk ≥ C for all r ≥ 0 and for all sufficiently large k. Then uk(r) ≥ CαA(r)

where

A(r) =

∫ r

0

Φ1(t1−N
∫ t

0

sN−1p(s)ds)dt

and the proof continues as before with C replaced by CαA(r).
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