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ABSTRACT 

 
Aims: The forecast is a topical subject, which aid in decision making and its performance. The aim 
of this study is to predict the disease between 1995 and 2010. 
Place and Duration of Study: The choice of the disease is of after its appearance in our survey in 
the region of Gharb. Time series were illustrated between 1988-1994. Regional cholera annual data 
reported from ministry of health of Morocco.  
Methods: The comparison of four models by the analysis of the series of cholera cases includes 
examining graphic series by using EVIEWS software, the consideration of the autocorrelation and 
partial autocorrelation functions, define the model that suits, estimate it, diagnose, the residue 
analysis and compare the four models  to choose the best for use in the forecasting process. 
Except the stationary series, we used IBMSPSS V22 for the other steps. 
Results: Throughout this work, it is assumed that the underlying structure of the series follows 
an autoregressive integrated moving average (ARIMA) process. It is presumed that observations of 
the disease follow an autoregressive moving average process of order AR (1) and therefore ARIMA 
(1, 1, 0). The comparison of models of time series is extended away by using the statistics fit of the 
model: MAPE, BIC and R-squared, in addition to the sig. of the parameters and the analysis of 
residues by Ljung-Box and Durbinwatson statistic. The validation of the series is estimated by the 
calculation of the Mean Absolute Percentage Error (MAPE) and the signification of the parameter 
with P =0,05. 
Conclusion: Brown model is the model of choice for the prediction of cholera cases. 
 

 
Keywords: Cholera forecasting; ARIMA; MAPE; stationary processes; process non-stationary. 
 
1. INTRODUCTION 
 
The forecast is one of the most important 
subjects to study in epidemiology, especially in 
climatic studies in relation to the diseases. This 
importance comes from its stake in the subject 
area of causation and the modeling of the 
disease. It is the process of prediction of future 
information using historical information, to 
nearly observe the behavior of diseases in the 
past [1,2,3]. This reduced to capitalize on the 
new knowledge about infectious diseases, as 
easily as the capability improvement for the 
forecasting models. Cholera is among the 
diseases that are under surveillance by the 
Moroccan Ministry of Health. Cholera is a 
contagious disease of bacterial origin, which is 
transmitted by dirty hands and the polluted water. 
The pathogenic agent is V. cholerae belonging to 
the family of the Vibrioneceae [4]. 
 
In our investigation, there are 20 cases reported 
in the survey of 1020 people questioned in the 
period between 2000 and 2010 [5]. According to 
the report of the Moroccan Ministry of Health 
(1994), the basin of Sebou is the area most 
affected by the disease in the state. The basin of 
the Sebou totaled 50% of the cases since the 
introduction of cholera. Moreover, the situation of 
the water hygiene and sanitation sector has not 
experienced significant improvements since 

1993. In rural and peri-urban areas, hygiene and 
sanitation are far from the required standards. 
The level of economical aspect is a factor, which 
promotes the maintenance of diseases to cause, 
including hygiene practices in water supply for 
drinking and sanitation. According to the ministry 
of health that began the investigation in 
1988, the region has the maximum number of 
cases in 1989, which were 665 cases among 
3579 cases at the national level. Knowing that 
the rate of the lethality as a percentage of the 
cholera in Morocco varies between 7.4 for 
1994 and 3.4 for 1990 [6]. The two cities Sidi 
Kacem and Sidi Slimane show the utmost 
number of cases in 1989 those 425 cases among 
3579 cases at the internal rate. 

 
The benefit of prediction is to understand the 
future potential occurrence of an outbreak. 
Preventive steps could be enforced to minimize 
its impact. The greater bulk of studies uses the 
ARIMA model for economic matters, but many 
studies used this model for prediction of diseases 
as leptospirosis [7], dengue [8], influenza H5N1 
[8], suicide mortality [9], malaria and hepatitis A 
[10], and for other infectious diseases [11,12, 
13,14]. The aim of this study is to The aim of this 
study is to predict the incidence of cholera 
between 1996 and 2010 by the comparison of 
many models of forecast and develop disease 
surveillance systems to produce high quality, 
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long-term data necessary for the development 
and testing of the model. 
 

2. MATERIALS AND METHODS  
 
This technique uses in this work has three steps: 
model identification, model estimation and model 
validation. A comparison of four models: Model 
of Box and Jenkins [15,16,17,18], which is based 
on the concept of the ARIMA process, Brown 
model, Holt model and the simple regression. 
 
The selection of method depends on the 
reduction of the size of the forecast errors, which 
must take into account the time of choice, follows 
by the choice of model. The size of these errors 
is measured by the estimation of one of these 
three measures Mean Absolute Percentage Error 
(MAPE) that defined as the relative error made 
by a forecasting model. The following equation 
shows how one calculates this criterion: 
 

MAPE= ( 
���

�
)   � |

�����

��
|

�

��� 
 [20,21]  

 

�� : Initial observation, pt: forecast of the initial 
observation and n: number of initial observations; 
The principle of the normalized Bayesian 
Information Criterion (BIC) criteria is to penalize 
the log-likelihood of estimated parameters 
associated with the data, reflecting the model fit, 
either by the number of independent parameters 
of the model, or the size of the sample. The best 
model in the sense of the criterion BIC is the one 
for which the value of the criterion is the lowest. 
This criterion is defined in the following way: 
  

BIC = -2*LogLik + K*log(n) 
 

Or  
 
LogLik represents the log-likelihood of 
the parameters associated with the data; 
 
K refers to the number of independent 
parameters in the model; 
 
N is the number of individual component the 
sample; 
  
The elevation of the linear fit of the regression 
equation between the dependent variable Y and 
the set of explanatory variable is determined by 
R-squared. 

 
Analysis of the series of cholera cases includes 
examining graphic series by using EVIEWS 

software, the consideration of the autocorrelation 
and partial autocorrelation functions, define the 
model that suits, estimate it, diagnose, the 
residue analysis and compare the four models 
used to choose the best for use in the forecasting 
process. Except the stationary series, we used 
IBMSPSS V22 for the other steps [23]. 
 

3. RESULTS AND DISCUSSION 
 
3.1 Initial Review of the Graph of the 

Series 
 
The series of cases of cholera disease includes 
seven observations, representing the historical 
development from 1988 to 1994. The first step is 
to determine whether the time series is in a 
stationary state with a mean plot of range. If non-
stationary, it must be transformed in a serial 
temporal stationary by applying an appropriate 
degree of differentiation (d) to the data set. Input 
for ARIMA series must be fixed, with a constant 
mean, variance and autocorrelation in time. 
Through the graph in Fig. 1, there is a general 
upward trend over the period studied, with the 
decrease of the infection after the year 1989, 
which means that the series is stationary in the 
average arithmetic in general. 
 
The autocorrelation is a concept related to that of 
correlation: it is not only a calculation between 
two different chronological series, but between 
the series and itself at different offsets in the 
time. Once this parameter is fixed, it is necessary 
to specify the order p of the auto-regressive 
process and q that of the moving average. 
The graphs of the function of autocorrelation 
(ACF) and the function of partial autocorrelation 
(PACF) allow depending on their aspects to 
correctly identify the parameters p and q whose 
values do not exceed two in general rule: 
 
� ∈ {0,1,2}et� ∈  {0,1,2}. The function of 
autocorrelation, recorded ACF, is constituted by 
the set of autocorrelations �� = ���� (��,����) . 
 
P of the series calculated for zero offsets 
order �,   � ∈ {1,… … … … … ,�} 
 

The use of partial autocorrelation, recorded 
(PACF) is formed by the set of partial 
autocorrelations, the coefficient of partial 
autocorrelation measuring the correlation 
between the variables between Yt and Yt-k, the 
influence of the variable being controlled for 
me<k. In addition to the correlation coefficients 
displayed the confidence intervals at 95%, which 
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Fig. 1. Graphic of the series of the disease of cholera between (1988-1994) 
 

allow determining what are the statistically 
significant coefficients to take into account [24]. 
We examine the autocorrelation and partial 
autocorrelation functions (Fig. 2). It was noted 
that the parameters of autocorrelation are in the 
confidence limit while they are significant. 
 
It was noted that the series is stationary by the 
EVIEWS software. We conclude that d = 1 in the 
ARIMA (p, d, q) model.To verify the stationarity 
and formally confirm the previous findings, we 
estimate the augmented Dickey-Fuller test [25]. 
 

3.2 Identification of the Model 
 
Once the parameter (d = 1) is fixed, it should 
specify the order of the Autoregressive process p 
and q of the moving average. The graphs of the 
function of autocorrelation and partial 
autocorrelation function allow according to their 
aspects to correctly identify the parameters p and 
q. Through the (Figs. 2, 3) of autocorrelation and 
partial autocorrelation functions, it seems that the 
latter stops clearly in the first and the second 
parameter of time and increases only in the 
middle and therefore the latter differs significantly 
from zero when α=0.05. Although it seems that 
each parameter of partial autocorrelation after 
the second parameter of time differs significantly 

from zero at α = 0.05 level, but the 
autocorrelation function decreases gradually and 
was discontinued after a short time parameter. 
This may be enough proof that the random 
process follows the AR (1) model. It is a discreet 
temporal process (Xt, t ∈ ℕ ) checking: 

 
Yt=φpYt-p + … + φ1Yt-1 +αt  -θ1Yt-1 - … -θqYt-q 

 
Where the parameters φi and θi are constants, 
and the terms of errors αt are independent of the 
process [26]. To be sure, we test the following 
statistical hypothesis: 
 

H0: φ11= 0 against   H0: φ11≠ 0 
 

SE(φ11) = 
�

√�
  = 

�

√�
 = 0,377 

 

Z =
φ��

��(���)
  = 

�,���

�,���
  = 0,594 < 2       

                                           
It can be inferred that the correlation coefficient is 
significantly different from zero at the level 
α=0.05. After examination of the coefficients of 
partial autocorrelation, we find that φkk< 0.282 
for each k = 2, 3, Thus, we can say that there is 
no reason or strong evidence that the function of 
partial autocorrelation interrupted the first time 
parameter, which supports the ability to use the 
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model AR (1) and therefore ARIMA (1, 1, 0).  The 
initial model of the series is written:  
 

Yt= Ɛt + φ Yt-1 

Ɛt : white noise, φ: fixed amount is the main 
parameter of the model [27]. 
 
 

 
 

 
 
 

 

AFC= Autocorrelation function 
 

Fig. 2. Autocorrelation function and partial autocorrelation function of cholera 
in Gharb area, Morocco 
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3.3 Model Estimation 
 
The ARIMA model is estimated to give a 
number of settings after choosing the values    
and use the non-linear method to estimate 
instead of the method of least squares. In this 
step, usually several converging models are 
estimated and compared where the parameters 
of the best model are significantly different from 
zero. It can also be compared to the total residue 
square as a measure of the quality of the model 
(Figs. 3, 4). In the table above, we give the 
estimation of the parameters of the model 
ARIMA (1, 1,0) of the series of cholera. It is 

significantly different from zero array as φ1 = 
0.388 and constant= 0, 907. We note that the 
setting of the ARIMA (1, 1, 0) model is not 
significantly as a consequence, we compare it 
with the larger models ARIMA (2, 1, 0) and (1, 1, 
1), the lower model ARIMA (0, 1, 0), model 
smoothing of Holt and Brown and the simple 
regression model (Table 3). The Table 3 shows 
that models ARIMA (2, 1, 0), ARIMA (1, 1.1) and 
smoothing of Brown model convergent in words 
preferably with a preference in mean absolute 
percentage error. Thus, we compare them in the 
next step. 

 

Table 1. Test of dickey-fuller by the EVIEWS software 
 

Null hypothesis: Unit root (individual unit root process)  
Series: SER01    
Date: 05/08/14   Time: 17:04   
Sample: 1988 1994   
Exogenous variables: Individual effects, individual linear trends 
Automatic selection of maximum lags  
Automatic selection of lags based on SIC: 0  
Total (balanced) observations: 7  
Cross-sections included: 1   
Method  Statistic Prob.** 
ADF - Fisher Chi-square  4.20838  0.01219 
ADF - Choi Z-stat -1.16532  0.01219 
** Probabilities for Fisher tests are computed using an asymptotic Chi 
-square distribution. All other tests assume asymptotic normality. 
Intermediate ADF test results untitled  
Series Prob. Lag   Max Lag Obs 
Cholera  0.01219  0  0  7 

 

 
 

Fig. 3. Dispersion of points of residues PACF of the series of cholera 
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Fig. 4. Dispersion of points of residues ACF of the series of cholera 
 

 
 

Fig. 5. Observed value (1988-1994) and forecasted values (1995-2010) of the cholera  
 

Table 2. Model parameters ARIMA (1, 1, 0) of the series of cholera 
 

  Estimate Standard error T value Significance value (P value) 

Constant -14,71 118,396 -0,124 0,907 
ARIMA -0,446 0,461 -0,967 0,388 
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Table 3. Comparison of the ARIMA models with exponential smoothing and simple regression 
for the series of cases of cholera 

 

Model BIC R² MAPE Parameters significance value 
ARIMA (1, 1, 0) 12,685 0.008 203,39 Constant =0. 907   φ1=0.388 
ARIMA (2,1, 0) 12,96 0,270 83,52 Constant=0.559, φ1=0,361, φ2=0.016 
ARIMA (1, 1, 1) 13,10 0.162 127,07 Constant=0.530,φ1=0.694, φ2=0,988 
ARIMA (0, 1, 0) 12,17 1,649 224,46 Constant=0,977 
Model of Holt 11.713 0.911 252,433 alpha=0,717 , gamma=1 
Model of Brown 11,632 0,870 192,950 alpha=0,176 
Simple Regression 1,356 0.492 220,183  alpha=0,390 

BIC: Bayesian Information Criterion 
MAPE: Mean Absolute Percentage Error 

 

Table 4. Models validation 
 

  ARIMA (2, 1, 0) ARIMA (1,1,1) Brown model 
Year Initial 

observation 
yt 

Prediction of 
the initial 
observation 
pt 

|(yt-pt)/yt|  Prediction 
of the initial 
observation 
pt 

|(yt-pt)/yt|  Prediction 
of the initial 
observation 
pt 

|(yt-pt)/yt|  

1988 23 6 0,739 168 6,304 176 6,652 
1989 665 210 0,684 86 0,87 158 0,762 
1990 401 66 0,835 67 0,832 147 0,633 
1991 68 -114 2,676 29 0,573 136 1 
1992 204 31 0,848 -3 1,014 125 0,387 
1993 344 36 0,895 -38 1,11 114 0,668 
1994 51 -171 4,352 -7 1,137 103 1,019 
   Sum= 

11,031 
 Sum= 

11,843 
 Sum= 

11,123 
   MAPE= 

158,906 
 MAPE= 

169,198 
 MAPE= 

157,593 
�� : Initial observation 

p� : forecast of the initial observation 
 

3.4 Model Validation 
 

All initial series contain 7 observations from 1988 
to 1994. These observations served for the 
calibrations of the models (identification and 
estimation) while the assessment of the quality of 
the forecasts made in the last 7 following the 
forecast years (2003-2010). The validation was 
done by calculation of MAPE (Mean Absolute 
Percentage Error). We choose the Brown model. 
Other studies have concluded the effectiveness 
of this model on medical research [28], and the 
influenza mortality [29]. Benneyan et al.,2003 
demonstrates how the control panels may be 
able to detect statistically significant signals in 
the patterns in the data more quickly than 
traditional statistical methods [30]. 
 

3.5 Analysis of the Residuals of the 
Model Brown 

 
In the (Figs. 3, 4), we note that the dispersal of 
residues (ACF and PACF) points are distributed 
in random shape around zero. 

3.6 Forecasting 
 

In the Table 5, we give the forecast of the series 
of values of cholera in the region of Gharb:  
 

Table 5.  Forecast of the series of cases of 
cholera in the Gharb 

 

Year Forecast 
1995 170 
1996 158 
1997 147 
1998 136 
1999 125 
2000 114 
2001 103 
2002 91 
2003 80 
2004 69 
2005 58 
2006 47 
2007 36 
2008 24 
2009 13 
2010 2 
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Fig. 6. Number of diseases changed over the years 
 

4. CONCLUSION 
 
The process of the study following the approach 
of modeling BOX-Jenkins was to detect the 
aberrations in onset of infectious diseases in 
history, so that effective interventions can be 
taken to prevent new cases and to control the 
disease. This helps to make decisions on the 
monitoring of disease and the management of 
risk as suggested by previous studies. The 
empirical results suggest that Brown model is the 
best and most accurate, which successfully 
identified the dynamics of cholera disease. 
 
The number of cases of the cholera disease is 
arriving at its maximum in 1989. By comparing 
the predicted values with the actual values, it is 
noted that the values provided by Brown model 
are directed toward a single trend and therefore 
to a decrease because of the lack of the number 
of observations such that seven observations are 
not representative for the prediction by the 
ARIMA model (Fig. 5) above. Since 1996, the 
number of disease incidences per year has 
declined with a very predictable 11-12 disease 
occurrence per year (Fig. 6) above. 
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